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First, I will present the results of the simulation challenge and the walking and jumping control methods used in the challenge. Next, I will introduce the "Control Framework mc_rtc" and "Open-source Walking Controller BaselineWalkingController," which were the basis of the implementations.
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HVAC 2021 Results

HRP-5P is walking on uneven ground, stairs, and jumping over gaps

プレゼンター
プレゼンテーションのノート
This video shows the results of the "AIST-JRL-MM" team in the "Humanoid Virtual Athletics Challenge" held in March this year. This is my personal participation, but I use a framework developed by the group as described later.
Life-sized humanoid robot HRP-5P is walking on uneven ground, stairs, and finally jumping over gaps. Robot operation is fully automatic. The absolute pose of the robot is obtained from the simulation without using visual information such as camera images.
One small point of difficulty is this transition motion from stairs to a flat area. In this demo the footstep is carefully given manually. The robot traverses from start to goal in about 2 minutes.
The most exciting part of this video is jumping over a gap of nearly 1 m. Here is this part again in slow motion. As described later, only for the jumping motion, the velocity and torque limits of the robot joints are set higher than the limits of the real robot.
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Walking Control Method

• Integration of existing typical components
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プレゼンテーションのノート
I will explain the control methods used to achieve the motion in this video, first for walking and then for jumping.
This figure shows an overview of the walking control. This control flow is not particularly new in the field of bipedal walking, and it is a simple integration of well-known existing component technologies.
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Preview Control
• Preview control provides closed-form solutions to the following problem [Kajita, ICRA’03]

min
⃛𝐶𝐶𝐶𝐶𝐶𝐶
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• 𝑍𝑍𝑍𝑍𝑍𝑍𝑟𝑟𝑟𝑟𝑟𝑟 is determined from a predefined footstep sequence
• Integrating the optimal 𝐶𝐶𝐶𝐶𝐶𝐶 yields the 𝐶𝐶𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑍𝑍𝑍𝑍𝑍𝑍𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
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The first component is the preview control, which generates CoM and ZMP trajectories that track the reference ZMP defined by the given footstep sequence.
The optimization problem for this is expressed by this equation. Note that all equations in this presentation are rough, favoring clarity over accuracy.
“ZMP ref” is given, and “CoM jerk” is the decision variable. “ZMP” is calculated from the “CoM jerk” by “linear inverted pendulum mode or LIPM”.
The great point of preview control is that this optimal solution can be obtained in closed-form, consisting of only matrix multiplications. By integrating the optimal CoM jerk, the planned values for the next control period of CoM and ZMP can be obtained.
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DCM-based feedback
• Modify ZMP to reduce errors due to disturbances

𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑍𝑍𝑍𝑍𝑍𝑍𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 +𝐾𝐾 𝐷𝐷𝐷𝐷𝐷𝐷𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 −𝐷𝐷𝐷𝐷𝐷𝐷𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 where 𝐷𝐷𝐷𝐷𝐷𝐷= 𝐶𝐶𝐶𝐶𝐶𝐶+ ̇𝐶𝐶𝐶𝐶𝐶𝐶/𝜔𝜔

• The optimal ratio of 𝐶𝐶𝐶𝐶𝐶𝐶 and ̇𝐶𝐶𝐶𝐶𝐶𝐶 feedback gains leads to 𝐷𝐷𝐷𝐷𝐷𝐷 [Sugihara, ICRA’09]

• Convert target ZMP to total wrench
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑚𝑚 𝜔𝜔2( 𝐶𝐶𝐶𝐶𝐶𝐶 − 𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 )
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The next component is often known as a stabilizer.
To compensate for disturbances due to model errors in the robot and environment, a DCM-based feedback term is added to the planned ZMP like this equation.
K is the feedback gain, and DCM is defined this way using the LIPM time constant omega.
I will skip the details, but it has been proven that the DCM can be derived from the ratio of the feedback gains of CoM and CoM velocity such that the stability region is maximized.
Target ZMP is converted to total wrench.
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Wrench Distribution to Feet
• Distribute total wrench to each foot under friction constraints
• Formulated as a quadratic programming problem

min
𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
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s. t. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ∈ 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
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The next component distributes the target total wrench to each foot under friction constraints.
By expressing the friction constraint as a linear inequality, the wrench distribution can be formulated as this quadratic programming problem, or QP.
The objective function is the error between the total wrench and the sum of the left and right leg wrenches.
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Foot Admittance Control
• Modify the foot pose to track target foot wrench

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ←𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + ∆𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 where ∆𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 = 𝐷𝐷 (𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 −𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 )
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In order to achieve the target foot wrenches with a position-controlled robot, the target foot poses need to be modified according to the foot wrenches measured with a 6-axis force sensor at the ankles.
The next component, called admittance control or damping control, updates the target foot poses each control period, as shown in this equation. Delta pose is the modification amount, and D is the feedback gain.
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Inverse Kinematics
• Calculate joint positions that satisfy target CoM and foot poses
• Formulated as a quadratic programming problem

𝜃𝜃 ← 𝜃𝜃 + ∆𝜃𝜃∗ where ∆𝜃𝜃∗ = argmin
∆𝜃𝜃

�
𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎

𝑱𝑱𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡∆𝜃𝜃 − 𝑣𝑣𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑣𝑣𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

2

Inverse
kinematics

Foot poses Joint positions

プレゼンター
プレゼンテーションのノート
The last component, inverse kinematics calculates joint positions that satisfy target CoM and foot poses.
The velocity-level inverse kinematics calculation is formulated as this QP.
Theta is the joint positions of the robot.
Targets for CoM and foot poses are often called tasks.
The objective function of QP is the sum of squares of these task errors.
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Jumping Control Method

• The only difference from the walking control is 
the CoM planning

• Apply linear MPC based on centroidal dynamics
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Now that we have completed the overview of the walking control, let's move on to an overview of the jumping control.
But most elements of jumping control are the same as in walking control, with the major difference being only in the first component for CoM planning.
<<Enter>>
For the jumping motion, a linear MPC based on centroidal dynamics was used instead of a preview control.
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Centroidal Linear MPC
• Since centroidal dynamics is nonlinear, linear MPC cannot be applied as is
• Plan CoM vertical motion only (linear dynamics) with MPC
• Plan full centroidal motion (linear dynamics with known vertical motion) with MPC

[Nagasaka, RoboSym’12 (in Japanese), Audren, IROS’14]

• Linear MPC is formulated as quadratic programming problem

Centroidal
Linear MPC

Footstep
sequence CoM
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The major difference between LIPM and centroidal dynamics is that in centroidal dynamics, the rotational motion is non-linear. Therefore, linear MPC cannot be used as is.
I used a method that utilizes the linear MPC twice, which is a technique from previous studies.
The first linear MPC generates vertical motion only. Then, the second linear MPC generates full centroidal motion with known vertical motion. The key to this technique is that the full centroidal motion can be described as linear dynamics when the vertical motion is known.
Each linear MPC is formulated as a QP.
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Centroidal Linear MPC
• Landing 1.4m forward with a jump of 0.25 s floating phase
• Allow up to 4 times the limits for velocity and torque at knee and hip pitch joints

Vertical motion Vertical force Pitch angular momentum

Stance Swing Stance

Stance Swing Stance

Left foot

Right foot

3.5 s 3.85 s

3.6 s 3.95 s

time
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This method generated a motion in which the robot landed 1.4 m forward with a jump of 0.25 s floating phase in the simulation challenge.
Because this motion is quite dynamic, the velocity and torque at the knee and hip joints were allowed to be four times the limits of the real robot.
The stance and swing phases for each foot were specified as shown in this figure.
This graph shows the vertical motion of the CoM.
This graph shows the vertical force, indicating that the vertical force is zero during the floating phase.
This graph shows the pitch angular momentum, indicating that the angular momentum is constant during the floating phase.
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Control Framework mc_rtc

• CNRS-AIST JRL develops mc_rtc
• Kinematics and dynamics algorithms
• Robot modeling
• Logging and utility functions
• Documentation
• CI environments

Tutorial at Humanoids 2022
mc_rtc: An Application Framework for Robotics
November 28th, 2022. Room B3

https://jrl-umi3218.github.io/mc_rtc/

プレゼンター
プレゼンテーションのノート
Next, I will discuss software implementation and integration of the control methods outlined so far.
The generic control framework we use as the basis for our controllers is mc_rtc.
mc_rtc provides high quality open source code and practical functions for the various elements required to control a robot.
Those elements include Kinematics and dynamics algorithms, Robot modeling, Logging and utility functions, Documentation, CI environments, and so on.
Not only the HRP-series humanoid robots developed by AIST, but also several manipulators and quadruped robots widely used these days are supported by mc_rtc.
My colleagues are organizing a tutorial on mc_rtc today here at the Humanoids conference.
Unfortunately this tutorial and the mc_rtc tutorial are overlapping in time, but don't worry we are always welcome to support you with questions about mc_rtc.
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Open-source Walking Controller BaselineWalkingController

✓ Tested on real robots

✓ Dynamics simulation tests is run on CI environments

✓ Docker image is released with the latest version of the controller

✓ Easy to switch between various methods for CoM planning

✓ Easy to switch between “closed-loop MPC” and “open-loop MPC + stabilizer”

https://github.com/isri-aist/BaselineWalkingController

プレゼンター
プレゼンテーションのノート
The video at the beginning was done with a controller with closed source code, but I extracted the essence of this and implemented an open-source controller BaselineWalkingController based on mc_rtc.
You can find it on GitHub at the URL below.
The controller has features as in this list. I will introduce them one by one in the following slides.
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Real Robot Testing of BaselineWalkingController

HRP-5P (Test on Nov.11th) HRP-2KAI (Test on Nov. 7th)

プレゼンター
プレゼンテーションのノート
First, although this tutorial is based on a simulation challenge, it is still important that the controllers work with real robots.
I have confirmed that BaselineWalkingController works with two life-sized humanoid robots, HRP-5P and HRP-2KAI.
These videos are from recent experiments and will show that this controller is currently under active development.
The robots were able to walk stably on blocks about 1 cm thick placed on the floor.
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Simulation Tests on CI environments
• Choreonoid tests are performed with every update on CI (GitHub Actions)

プレゼンター
プレゼンテーションのノート
Open-source controllers are ideally used by many users and updated together.
To prepare for this, a continuous integration environment is essential to ensure that the controller works correctly with each update.
BaselineWalkingController uses GitHub Actions, a CI environment provided by GitHub, to test the robot's walking on Choreonoid for each update of the code.
You can download videos and logs of simulations run on CI by clicking on the link shown in the figure.
The CI process automatically determines whether the robot walking was successful or not by checking the robot's final pose in the simulation.
Since the robot models for HRP-series humanoids are not publicly available, we use the JVRC1 robot, whose models are open.
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Automatic Release of Docker Images
• Docker images are released on CI for every update

$ docker pull ghcr.io/isri-aist/baseline_walking_controller:latest
$ docker run --gpus all --rm -it 

--env=“DISPLAY” –volume=“/tmp/.X11-unix:/tmp/.X11-unix:rw” 
ghcr.io/isri-aist/baseline_walking_controller:latest ./walk_on_stairs.bash

プレゼンター
プレゼンテーションのノート
In addition, BaselineWalkingController provides a docker image so that you can easily try out it.
Each time the code is updated, a docker image of the latest version of the controller is automatically released on CI process.
We are using a docker image repository called GitHub Packages provided by GitHub, and the images are shown in the links indicated in this figure.
In a docker-installed environment, executing the commands below will run the Choreonoid simulation of the JVRC1 robot climbing the stairs shown in the previous video.
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Easy switching of CoM planning methods

isri-aist/BaselineWalkingController

isri-aist/CentroidalControlCollection

• You can try the various CoM trajectory generation 
methods implemented in CentroidalControlCollection

• List of methods
• PreviewControlZmp [Kajita, ICRA’03]
• DdpZmp [Feng, Journal of field robotics ‘15]
• DcmTracking [Englsberger, IROS’13]
• FootGuidedControl [Sugihara, IROS’17, Kojio, IROS’19]
• LinearMpcZmp [Wieber, Humanoids’06]
• IntrinsicallyStableMpc [Scianca, Humanoids’16]
• SingularPreviewControlZmp [Urata, Humanoids’11]

プレゼンター
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The last two features are a bit more technical.
I introduced preview control as a CoM trajectory generation method in the previous slide, but many other methods have been proposed in the previous studies.
By switching between these methods and trying them in the same environment, we can make practical comparisons as well as theoretical ones.
BaselineWalkingController depends on the library CentroidalControlCollection, also implemented by us, which provides various CoM trajectory generation methods as listed.
Thanks to this library, it is possible to easily switch between methods.
One thing that is missing from the current controller is online landing position modification, which we would like to add in the future.
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Easy switching of open/closed-loop MPC
• Open-loop MPC is often used implicitly in bipedal walking
• Differences between the two MPC schemes have not been fully discussed
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There is another point for more practical comparisons to be made in the future in the studies of bipedal walking.
It is open-loop MPC versus closed-loop MPC.
Open-loop MPC is often used implicitly in bipedal walking, but differences between the two MPC schemes have not been fully discussed.
The control method I presented today follows the above flow combining open-loop MPC and stabilizer.
In open-loop MPC, the MPC planning result of the previous control period is used as the initial state of the MPC horizon.
In closed-loop MPC, however, data measured from the real robot is used as the initial state of the MPC horizon, and stabilizer is not used.
// My impression is that when people in the control field generally refer to MPC, they are referring to closed-loop MPC. 
In order to easily compare them, BaselineWalkingController makes it easy to switch between them.
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Concluding remarks

• For beginners (and experts, of course), it is very helpful to be 
able to refer to a set of formulas in a paper and source code

• Let's share them in open discussion forums such as 
Humanoid Virtual Athletics Challenge

プレゼンター
プレゼンテーションのノート
As concluding remarks, I would like to mention a major theme of this tutorial: open learning opportunities.
For beginners (and experts, of course), it is very helpful to be able to refer to a set of formulas in a paper and source code because the source code provides much information that is omitted in the paper.
Let's share those information in open discussion forums such as Humanoid Virtual Athletics Challenge.

Thank you for listening.
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